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Key Research Challenges
● New resource management strategies

○ Support for new types of workloads (interactive, highly dynamic, composed workflows)
○ Managing disaggregated resources (pools of memory, compute, storage)
○ More sophisticated policies for managing resources and applications
○ Hierarchy of resource management (system, rack, node)

● Dynamic resource discovery
○ Mechanisms and interfaces for dynamic resource discovery
○ Communication of resource capabilities and state of hardware
○ Exchange of information between application and Global OS

● Interfaces to the Global OS
○ How the Global OS presents itself as a service
○ Interactions with the RAS system

● Predictability
○ Increasing the predictability of OS services
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Complete List of High-Level Topics
● OS/R support for converged memory and storage
● Role of global OS in terms of resource optimization
● Coordination between resource manager and node OS/R
● Mechanisms needed for resource isolation and sharing/coupling
● New types of workloads and GOS functionality needed to 

support them
● How to manage disaggregated resources (memory, storage, 

etc.)
● New data abstractions and mechanisms across storage/memory 

hierarchy
● GOS understanding heterogeneous capabilities, state, 

resources coming and going 
● Co-scheduling workloads for efficient utilization of 

heterogeneous resources
● Tradeoff between optimizing for resource utilization and 

performance reproducibility
● Multi-tier resource optimization objectives, granularity is 

changing.  (not just two level)
● Consistency in RAS-type reporting, made more complicated by 

EH
● Resource discovery and naming, mechanisms for 

communicating to application. Also need to specify semantics, 
not simple matching problem
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● Autonomic systems and self-healing
● Increased potential of security/privacy issues with more complex 

hardware
● User interfaces for declarative specification of resource 

allocation and requirements
● Global network resource management
● Minority report OS, continuously monitoring application and 

noticing patterns
● Increasing predictability of OS services.  Need more expressive 

QoS specifications.
● What are the kinds of information that an app could be expected 

to give (in terms of QoS / predictability reqs), and what are 
benefits that come from those kinds of info?

● Provenance capture of resource management decisions & report 
to users

● How does GOS present itself to all the other components in 
system it needs to interact with?  What does the GOS API look 
like?

● How GOS and LOS allocates and schedules in-network 
operations. Can we adopt technologies from cloud?



Backup
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BOG X Capability Targets for Extreme Heterogeneity
BOG X brainstorming and discussion of capabilities that will be needed in the 
2025-2035 timeframe to make increasingly heterogeneous hardware technologies 
useful and productive for science applications.
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BOG X Targets for 2030

Target 1:

Target 2:
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BOG X Current Status

8



BOG X Current Capability
Capability 1:

Capability 2:
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BOG X Challenge Assessment
Discussion to identify research required to get from where the capabilities are now 
to where to where they need to be by 2030.
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BOG X: list of key research challenges
Challenge X.1

Challenge X.2
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BOG X Possible Research Directions Summary
PRD X.1 - direction 1

PRD X.2 - direction 2

PRD X.n - direction n
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PRD X.n : Short title of possible research direction
● One paragraph description (3 sentence/bullet)
● Research challenges

○ Metrics for progress

● Potential research approaches and research directions
● How and when will success impact technology?

13


